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Algorithm in Grid Environment 
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Abstract-Scheduling independent or dependant tasks to heterogeneous and homogeneous resources is an ineluctable issue 

to be dealt with. Load balancing of resources is a crucial matter of concern. This paper comes out with an enhancement of 

hierarchical load balancing algorithm. In this paper, to evaluate cluster imbalance, probability of deviation of average system 

load from average load of cluster is calculated and checked for confinement within a defined range of 0 to 1. The algorithm also 

compares the expected computing power of jobs  with average computing power of  clusters to allocate fittest resources to 

jobs. The contributions of enhanced hierarchical load balancing algorithm is that it reduces the makespan of algorithm 

execution together with balancing the overall system load and time taken by each cluster for job execution. 

Index Terms— Clustering, job scheduling, load balancing, probability concepts.   
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1   INTRODUCTION 

HE sophisticated technological manipulation 
demands the utilization of grid systems. Grid 
computing necessitates dynamic resource creation, 

job allocation  which  can  be  computationally  intense, 
clustering, and coordination of the processing entities. 
The heterogeneous and homogeneous characteristics[1] 
of resources add to the complexity of the scheduling 
problem.  

For scheduling jobs[2] to dynamic resources, 
improved versions of traditional algorithms were 
formulated. Most of the algorithms that dealt with 
scheduling were inconsiderate of load balancing[3] 
issues, which is a critical issue in grid environment. 
Scheduling algorithms computes the fitness factor for 
resources and allocates jobs to most eminent resources. 
The drawback in this method of allocation is that fittest 
resources get overloaded and other resources remain 
unutilized. Such scheduling practices impact the overall 
system throughput. This paper puts forth an enhanced 
algorithm for allocating fittest resources to jobs coupled 
with load balancing. The experimental results shows 
improved  system throughput  and reduced makespan 
for computation.  

This paper is divided into sections as follows: Section 2 
explains the key concepts, section 3 describes the related 
works, section 4 gives the description of enhanced 
algorithm and finally, section 5 provides implementation 
details, section 6 gives the conclusion and future 
enhancement. 
 

2 KEY CONCEPTS 

2.1 Clustering 

Clustering[4] is the grouping of multiple resources to 
form   a   single   large    highly  capable  system.  The 
resources include multiple computers, workstations, 

storage devices, interconnections etc. Clustering can be 
employed    for    accomplishing    load    balancing    
and system availability. 

Clustering  also  comes  up  with  the  advantages  
like reliability, performance and low- cost. Clusters 
divide computationally intense tasks among multiple 
systems so as to reduce workload on a particular server, 
thus accomplishing load balancing. Clustering finds its 
applications in scientific computing, commercial servers 
etc. 

2.2 Job scheduling 

Ungurean as in [5] defines scheduling  issue  as  Best 
mapping of jobs to processors so  that  the  desired  cost 
function is optimized. Objective of scheduling must be 
to reduce the total cost, i.e., the sum of computation cost 
and communication cost. Scheduling is  a set of rules 
and policies to control the order of job execution in a 
system. Scheduling can be long term, medium or short 
term according to the type of task to be executed. 
Scheduling can be static or dynamic, online or batch 
mode. 

2.3 Load balancing 

Belabbas et al as in [6] explains load balancing as an 
efficient methodology in grid system whereby tasks are 
distributed among multiple resources so as to improve 
efficiency and system performance.  

Load balancing strategies include local or global, 
static or dynamic, distributed or centralized, 
cooperative or non cooperative etc. Load balancing can 
be intra-cluster, inter-cluster, static or dynamic. 

2.4 Probability concepts 

Probability[7] distribution is the likelihood of a variable 
to take a given value. Probability distribution can be 
discrete or continuous. Discrete probability distribution 
calculates the probability of occurrence of countable 
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number of events or samples.  

3 RELATED WORKS 

3.1 Dynamic Load Balancing Algorithm 

In DLBA[8], each cluster communicates their load with 
each other. When tasks are allocated to the clusters, 
current load is calculated. If the cluster becomes 
overloaded the task is transferred to the neighborhood 
cluster whose load value is below threshold. DLBA 
employs decentralized load balancing methodology and 
task transfer will be carried out on the fly. The 
algorithm ensures performance of the system and avoid 
system imbalance. 

3.2 Most Fit Task First 

In MFTF[9], jobs are allocated to resources based on the 
fitness value. Higher the fitness value of a resource, 
more suitable the resource. Fitness value is calculated 
based on expected execution time and estimated 
execution time. If the estimated execution time is less 
than the expected execution time, the  source is 
considered to be of high fitness value. 
The fitness value is calculated using the equation: 

Fitness ( i, j )= 100000 /(1+| Wi / Sj - Ei |)                      (1) 

Where Wi is the workload of job i, Sj is the CPU speed of 
node  j,  and  Ei  is  the  expected  execution  time  of job 
i. 

3.3  Balanced Ant Colony Optimization Algorithm 

BACO[10] is derived from Ant Colony Optimization  
algorithm. The purpose of BACO is to reduce the job 
completion time together with load balancing. The 
algorithm calculates the weight value, called 
pheromone for each resource. Jobs are assigned to 
resources based on the pheromone value. Initially the 
pheromone value and pheromone indicator value will 
be same. The pheromone indicator shows the status of 
resource, size of jobs, program execution time so as to 
select the best suitable resource.  
The pheromone indicator PI is calculated as given 
below: 

PIij=[��/����	��
��  + ��/(���_������ × (� − �����)]��  
(2)    

 Mi is the size of the job j, bandwidthi is the bandwidth 
between a scheduler and the resource to which it is 
connected. The estimated execution time is calculated 
using the equation  Mi/ bandwidthi. Tj is the time taken 
to execute job j, CPU_speedi is the CPU speed of   
resource i, and loadi is the current workload on the 
resource i. 

3.4  Hierarchy Load Balancing Algorithm 

In HLBA[11], Yun et al puts forth the idea of load 
balancing so as to reduce completion time of jobs and to 
increase system performance. The algorithm chooses 
suitable resource for jobs by considering the average 

computing power of each resource. The average 
computing power is calculated using available CPU 
utilization and current CPU utilization. HLBA then 
calculates the average load of each resource and 
compares it with a balance threshold. If ALC is higher 
than balance threshold, the cluster is considered to be 
overloaded. The under loaded clusters with high ACP 
are chosen and jobs are assigned to it. 

4 PROPOSED  ALGORITHM 

In this section, the proposed algorithm called Enhanced 
Hierarchical Load Balancing Algorithm is being 
explained. It puts forth a method for job allocation to 
fittest resource coupled with load balancing .  

4.1 Enhanced Hierarchical Load Balancing 
Algorithm  

In EHLBA, a method for resource allocation with load 
balancing is being put forth. It inherits the ideas of 
Hierarchical Load Balancing algorithm in “[11]”. When 
a job request comes, the scheduler initializes job 
parameters and find the Expected computing power, 
ECP for each job using the equation (3) 

ECPi=∑  !"#$%%&'(')* /+                                         (3) 
Where  CPUSpeedk is the MIPS requirement of each task 
k in a job i. t is the number of tasks in job i.    
 EHLBA uses HLBA in calculating the ACP, ALC and 
Average System Load as shown below.         
 The algorithm calculates ACP, average computing 
power using equation (4) 
 
ACPi=∑  !"_,$%%&' ∗ (1 −  !"')/')*  /0                       (4) 

 
Where CPU_speedk  is the available MIPS of resource k 
in cluster i and CPUk  is the current CPU utilization of 
resource k. Here n is the number of resources in cluster 
i.  Three weighted value parameters are used for load 
calculation, namely a1, a2 and a3. These are known as 
the weight factors. The weight  factors a1, a2 and a3 
provide a support for CPU utilization, network 
utilization and memory utilization respectively. For the 
cluster to execute instructions at a faster rate, the CPU 
utilization should be high. In the case of network 
utilization, if the data transfer speed is less, then the 
transfer time of the cluster will increase. Similarly, if the 
memory utilization is high, time taken for computation 
will increase. All these factors may affect the load of the 
system and in turn the system throughput. So, we 
choose weight values that are high for CPU utilization 
and network utilization. And small weight value for 
memory utilization. The algorithm calculates the 
average load of cluster using equation (5). 
 

ALCi=∑ 12* !"',45 + 256"',45 + 278"',45 + 9'.45;')*        (5) 

Where CPUk,i  is the current CPU utilization of resource 
k, NUk,i is the current network utilization of resource k, 
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MUk,i  is the current memory utilization of the resource 
k, and qk,i is the queue length of resource k in cluster i. 
a1, a2, a3 are the three weight values with values 0.6, 0.3 
and 0.1 respectively.To calculate the average system 
load using equation (6) 

AL=1/m∑ <= 4;4)*                                                          

Here ALCi is the Average Load of Cluster 
number of clusters in the system.  

The deviation of Average System Load from ALC of 
each cluster is found out and the probability value is 
checked for confinement within the range of 0 to 1 as 
shown below.  

diff_ci=ALCi – Average system load 

if(0< P(diff_ci)<1) 

underloaded_list[]=ci 

All clusters with probability of deviation within the 
given range is considered as under loaded. The clusters 
with values outside the given range is marked as 
overloaded and discarded from current scheduling 
cycle. 

The ACP of these under loaded clusters is compared 
with the ECP value of jobs. Clusters with ACP less than 
or equal to ECP is marked as fittest and jobs are 
allocated to it.  The algorithm is represented using Fig 
4.1 

 

Fig 4.1: flowchart for EHLBA 
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In HLBA, when a job request comes, the scheduler 

initializes the cluster parameters and retrieves cluster 
information from Grid Information system like ALC, 
memory utilization etc and computes the ACP for each 
cluster. The cluster with the highest ACP is selected and 
checked if its ALC is less than balance threshold. If the 
selected cluster is under loaded job is allocated to it. 
Otherwise, cluster with next highest ACP is which is 
underutilized is found out. The algorithm also employs 
local and global updates to inform the scheduler the 
current load status of the system and the

Whereas, in EHLBA, on receiving a job request the 
scheduler initializes job as well as cluster parameters. 
The job parameters include OS requirement, MIPS 
rating etc for a cluster. Whereas, the job parameters 
initialized by scheduler include, cu
utilization, current load on cluster, current number of 
jobs waiting to be executed etc. In our algorithm, we 
consider only the MIPS rating requirement in the task 
clause.  The scheduler  calculates ECP of each job 
together with ALC, Average System Load and ACP of 
clusters before job allocation. The algorithm find the 
deviation of ALC with the Average system load and 
find out the probability value of deviation for every 
cluster. If the probability of deviation is within the 
range of 0and 1, the cluster is marked as under loaded. 
The ACP of under loaded clusters are compared with 
the ECP of jobs. If the ACP value of a cluster is less than 
or equal to ECP of jobs, the cluster is considered as 
fittest and job is allocated to it. 

5 IMPLEMENTATION 

In EHLBA, task clauses in the job request are 
recorded and the number of tasks are initialized. A task 
clause includes the stipulations for  a job . The number 
of tasks in a job is determined by the number of task 
clauses.  The scheduler calculates the number 
by perusing the number of task clauses. The computing 
power requirement, ECP of a job i is calculated using 
the equation (3). 

ECP is the expected computing power requirement of a 
job i, CPUSpeedk is the MIPS rating required by the 
clusters to execute task k in job i. t is the number of tasks 
in job i.  
The ACP, ALC, and Average system load is calculated 
using the HLBA algorithm. To calculate the load of each 
cluster the weighted values a1, a2, a3 is chosen from a set 
of three, ie, a1=0.6, a2=0.3, a3=0.1; a1=0.3, a
a1=0.1, a2=0.3, a3=0.6.  
 

In HLBA, when a job request comes, the scheduler 
parameters and retrieves cluster 

information from Grid Information system like ALC, 
memory utilization etc and computes the ACP for each 
cluster. The cluster with the highest ACP is selected and 
checked if its ALC is less than balance threshold. If the 

ected cluster is under loaded job is allocated to it. 
Otherwise, cluster with next highest ACP is which is 
underutilized is found out. The algorithm also employs 
local and global updates to inform the scheduler the 
current load status of the system and the clusters. 

Whereas, in EHLBA, on receiving a job request the 
scheduler initializes job as well as cluster parameters. 
The job parameters include OS requirement, MIPS 
rating etc for a cluster. Whereas, the job parameters 
initialized by scheduler include, current memory 
utilization, current load on cluster, current number of 
jobs waiting to be executed etc. In our algorithm, we 
consider only the MIPS rating requirement in the task 
clause.  The scheduler  calculates ECP of each job 

ystem Load and ACP of 
clusters before job allocation. The algorithm find the 
deviation of ALC with the Average system load and 
find out the probability value of deviation for every 
cluster. If the probability of deviation is within the 

cluster is marked as under loaded. 
The ACP of under loaded clusters are compared with 
the ECP of jobs. If the ACP value of a cluster is less than 
or equal to ECP of jobs, the cluster is considered as 

task clauses in the job request are 
recorded and the number of tasks are initialized. A task 
clause includes the stipulations for  a job . The number 
of tasks in a job is determined by the number of task 
clauses.  The scheduler calculates the number of tasks t 
by perusing the number of task clauses. The computing 
power requirement, ECP of a job i is calculated using 

ECP is the expected computing power requirement of a 
is the MIPS rating required by the 

ecute task k in job i. t is the number of tasks 

The ACP, ALC, and Average system load is calculated 
using the HLBA algorithm. To calculate the load of each 

is chosen from a set 
=0.3, a2=0.6, a3=0.1; 
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Fig 5.1- Graph showing makespan for weighted values in EHLBA 
and HLBA 
 

The weighted value set, a1=0.6, a2=0.3, a3=0.1, with 
reduced makespan is employed for load calculation of 
each resource in a cluster. Each weight factor 
corresponds to three different cluster parameters 
namely, CPU utilization, network utilization and 
memory utilization. EHLBA then calculates the average 
load of cluster ALC is calculated using Eq(5). After 
calculating ALC for clusters, the algorithm calculates 
the Average System Load, AL using Eq(6). The 
deviation between ALC of each cluster and the Average 
system load, which is calculated using Eq(7)  is 
ciphered. The probability that the deviation value x falls 
between the range (0<x<1)  is checked for each cluster. If 
the condition is satisfied the cluster is marked as under 
loaded. 

Before allocating jobs to under loaded clusters ECP of 
job is checked with the ACP of cluster. Clusters with 
ACP less than ECP of jobs are the most suitable resource 
and jobs are allocated to it. Fittest cluster is the one 
whose ACP is same as the ECP of jobs. Fig 4.2 shows the 
flowchart for algorithm execution. 

The flowchart shows the algorithm execution steps. 
HLBA and EHLBA are compared. Both the algorithms 
are executed with 500 and 1000 jobs each. The 
experimental results shows that EHLBA has lower 
makespan than HLBA. The parameters used for 
simulation are shown in table 4.1.  

 
TABLE 5.1 

PARAMETERS FOR EHLBA 
 

Parameters                                                    Value 
 

Number of clusters    15 
Number of jobs     50 
Number of tasks    500 
Computing power of resource nodes 3000-5000 
Baudrate    100-1000  

 
HLBA selects clusters based on the highest computing 

power. But the algorithm does not consider the load 
factor for these resources, which results in multiple 
search cycles to come up with a resource that is under 
loaded and with high ACP. Another demerit of HLBA is 
that a job will be allocated to a cluster with high ACP, 
even if the computing power requirement of the job is 
minimum. This can impact on the system throughput. 
Whereas, EHLBA, underutilized clusters are selected 
with ACP less than or equal to ECP. Fig 4.2 show the 
result of both the algorithms. 
 

 
Fig 5. 2- Graph showing makespan for HLBA and EHLBA 
 

In EHLBA, the job allocation is done ensuring that the 
load of the system is balanced. EHLBA establishes more 
number of  balanced clusters than HLBA. This improves 
the   system performance together with load balancing 
which in turn improves the performance of individual 
resources in the system. This is reflected in the fig 5.2, 
which shows the reduced makespan of individual 
clusters in the computational grid system.  

6 CONCLUSION AND FUTURE WORK 

In this paper, an enhanced algorithm is put forward 
to reduce the makespan of algorithm execution and to 
allocate fittest resources to jobs coupled with load 
balancing. EHLBA collects job and cluster parameters to 
calculate the ECP and ACP for the jobs and clusters. In 
order to evaluate cluster imbalances the ALC and 
Average System Load are calculated. The clusters with 
probability of deviation between ALC and Average 
system load within the range of 0 and 1 are marked as 
under loaded clusters. The ACP of these clusters are 
compared with the ECP of jobs. If the value of a given 
cluster is less than or equal to ECP of a job, the cluster is 
considered  fittest and job is allocated to it.   The 
experimental results shows that the makespan of 
EHLBA is found to decrease than HLBA. The load 
balancing methodology employed in EHLBA is found to 
be less complex compared to that in HLBA.  

The algorithm does not deal with dynamic 
heterogeneous clusters . In future, we would like to 
extend our work to accomplish load balancing using 
heterogeneous dynamic clusters. 
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